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Let’s Get to the End
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AI for Mother Tongue Education: Unlocking 
Potential

Personalized Learning in Local Languages

● AI-driven tutoring systems adapt content to individual student needs.

● Speech-to-text and text-to-speech tools enable accessibility.

Content Creation & Translation

● Machine translation enhances availability of learning materials.

● Large-scale corpus development supports textbook creation in African languages.

Teacher Support & Engagement

● AI-powered tools simplify content generation and assessment.

● Automated grading & feedback in mother tongue languages.
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AI for Mother Tongue Education: Unlocking 
Potential

Preserving Linguistic Diversity

● AI helps document, digitize, and revitalize endangered languages.

● NLP models can foster literacy & language learning from early education stages.

Bridging the Digital Divide with AI-driven Language Inclusion!
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Basic Education Opportunities for AI

Data Collection & Corpus Development

● Open Early-grade reading materials can help train language models for foundational 

understanding.

● Standardized tests and assignments in local languages can provide structured parallel text data.

● Schools can contribute to subject-specific terminology (math, science, etc.) in African languages.

● Collaboration with educators can help refine NLP-based spelling and grammar correction.

Government & Institutional Support

● aking public education materials openly available can assist research in general and  NLP 

research.

● Partnerships between schools, universities, and tech firms can drive AI innovation.

● Empowering educators to integrate AI-driven tools in language teaching.

🚀 By integrating NLP into basic education, we can not only improve AI models but also strengthen 

linguistic diversity and digital literacy in African languages.
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Why African Low Resource 
Languages Now?
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Low Resource Natural Language Processing -
Languages

Many Speakers, Not Many Resources

Data

● Speech
● Text 
● Etc.

Tools for language (digital dictionaries, grammar tools etc.)
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Defining the challenges to Low Resource 
Languages

● Low availability of resources
(Data, Tools, etc.)

● Discoverability
● Reproducibility
● Focus
● Benchmarks
● Scale and Complexity

A Focus on Neural Machine Translation for African Languages

Repartition map of the languages over the world (version blank of key) 

[Wikimedia:User:Industrius]
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Defining the challenges to Low Resource NLP

0. The Left-Behinds

1. The Scraping-Bys

2. The Hopefuls

3. The Rising Stars

4. The Underdogs 

5. The Winners

The State and Fate of Linguistic Diversity and Inclusion in the NLP World
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AI current futures:
Insatiable Appetite for Data 

and Compute
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What is old is new again

This is not the first time we are going through an AI/ML 
hype cycle.

We are now in the age of Generative AI  

It won't be the last. 

How do we learn from the past to also get a grip on the 
future?



There will be change

Many ideas that will be floating 
around.

Most will wither away, some will

float to the top. 



Compute is all you need?
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https://www.stateof.ai/compute



Effectiveness of Data, At 
What Cost?
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Source - AI in Africa: The state and needs of the ecosystem Diagnostic and solution set for data [AI4D]



Data, Data, Data and More Data

Where is the data coming from to train all 
these models?

Does it represent us? Bias!!!

How do make sure we protect citizens private 
information?

Africa cannot just be a [CHEAP] data market 
and AI consumer!!!!
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Connecting back to our 
languages
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Language is more than symbols

Language as communication and as culture are then 
products of each other. Communication creates 
culture: culture is a means of communication. 
Language carries culture, and culture carries, 
particularly through orature and literature, the entire 
body of values by which we come to perceive 
ourselves and our place in the world. How people 
perceive themselves and affects how they look at their 
culture, at their places politics and at the social 
production of wealth, at their entire relationship to 
nature and to other beings. Language is thus 
inseparable from ourselves as a community of human 
beings with a specific form and character, a specific 
history, a specific relationship to the world —
 Decolonising the Mind (16)
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Source https://informationisbeautiful.net/visualizations/the-

rise-of-generative-ai-large-language-models-llms-like-

chatgpt/



Preparing the 

Vuk'uzenzele and ZA-gov-

multilingual South African 

multilingual corpora



Setting the scene

Low Resource Language data is available, 
but may not be easily accessible for use in 
Natural Language Processing

Providing as much metadata as possible that 
identifies the source of the data, who might 
have written it and other translation 
information.

Some languages like isiNdebele has few 
resources and can be enhanced.

We build upon prior work such as that on 
Autshumato (Groenewald and Fourie, 2009; 
Groenewald and du Plooy, 2010)

● Hendrik J Groenewald and Liza du Plooy. 2010. Processing parallel text corpora 

for three south african language pairs in the autshumato project.

● Hendrik Johannes Groenewald and Wildrich Fourie. 2009. Introducing the 

autshumato integrated translation environment.



Goals of the Project

Liberate and prepare textual multilingual
data from Government Communication 
Information System [GCIS] of the South 
African government.

Extract and align sentence pairs for all 
South African languages within the data. 

Automate as much of the process as 
possible.

Provide benchmarks for Machine 
Translation using this data.

Release the cleaned and machine readable 
data openly for other researchers to use.



Creating the datasets



Cabinet Statements

What is this source?

• Statement of Cabinet Meetings of the 
South African government.

• A few weeks after the English 
statement is published, translated 
statements are made available.

Need

• Extract statements and make them 
easily accessible for NLP.

• Automate the process with 
monitoring of website changes and 
grow the dataset.



Extracting Cabinet Statements

We extract the data from the HTML and prepare a JSON 
payload. 

The JSON payload for each speech records: 

● Date,
● Datetime,
● Title (in English),
● Url (top url for speech), 
● Language payload for each language (eng, afr, nbl, 

xho, zul, nso, sep, tsn, ssw, ven, tso). 
○ Title (in language),
○ Text (in language), 
○ Url (for the translation).

https://www.vukuzenzele.gov.za/



Prepared Dataset

We have 162 cabinet statements spanning 2 May 2013 to 
1 December 2022. 

The dataset will update automatically when new, 
translated, statements are available on the gov.za 
website. 

The dataset, code and automated scrapers are available 
at at https://github.com/dsfsi/gov-za-multilingual and 
Zenodo

https://doi.org/10.5281/zenodo.7635167 

https://github.com/dsfsi/gov-za-multilingual


Vuk’uzenzele Gov Newspaper

What is this source?

• “Vuk’uzenzele is a free Government 
Newspaper, committed to making a 
difference in the lives of South 
Africans”

• Published in 2 editions per month. 
Available physically and digitally [PDF} 
in all 11 South African languages.

Need

• Extract text from PDFS. Clean and 
make them easily accessible for NLP.

• Make the extraction process 
repeatable with humans in the loop.

https://www.vukuzenzele.gov.za/



Extracting Vuk’uzenzele PDFs

To clean it, a team member goes through 
each extracted text file and formats it as 
follows:

• Line 1: Title of article (in language)

• Line 2: empty line

• Line 3: Author of article (if available. If 
not, defaults to Vukuzenzele 
Unnamed)

• Line 4: empty line

• Line 5-end: body of article

https://www.vukuzenzele.gov.za/



Prepared Dataset

We have 53 editions of the newspaper spanning January 2020 
to July 2022. (More are being added constantly)

Automations have been built to download and archive the 
PDFs, however manual effort is still required to extract and 
identify translated articles. 

The dataset, code and automated scrapers are available at at 
https://github.com/dsfsi/vukuzenzele-nlp and Zenodo

https://doi.org/10.5281/zenodo.7598539  

https://github.com/dsfsi/vukuzenzele-nlp


Sentence Alignment and MT 
Benchmarks



Sentence Alignment: Output

The output of the sentence alignment task is 55 distinct parallel corpora for both the 
Vukuzenzele & Cabinet Statements.

https://doi.org/10.5281/zenodo.7598539  



Data Characteristics for Aligned Translations



NMT Benchmarks

Training translation models on a small amount of data can hinder the 
quality 

Therefore we leverage a Massively Multilingual Model 
(M2M100)(Fan et al , 2021) and fine-tune it on our relatively small 
datasets (Adelani etal, 2022)

To provide our results in context and for comparison we also fine-tune 
the M2M100 model on subsets of the existing Autshumato corpora 
(Which exist only in the ‘eng-xxx’)

We focus our efforts on providing NMT benchmarks for the low 
resource African languages 

● David Adelani et al. 2022. A few thousand translations go a long way! leveraging pre-trained models for African news 

translation

● Angela Fan et al. 2021. Beyond english-centric multilingual machine translation.



MT Results

• Source languages which were not including in the original M2M100 pre-
training are highlighted

The highest BLEU scores are distributed across the ZA-
gov-multilingual and Autshumato NMT models

ZA-gov-multilingual models achieving a higher score for 
Setswana, Xitsonga and isiZulu

Highest benchmark result for Xitsonga across all 
datasets, demonstrating the effectiveness of transfer 
learning for new low-resource language datasets.

Our contributions:

● Extend the benchmark translation resources (in the 
government data domain) to isiNdebele, isiXhosa, 
siSwati and Tshivenda

● Broaden the translation direction beyond English as 
the source language.

It is noted that variations in the Autsumato subset selections will yield 
different results and an in-depth analysis is left for future work.
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Demo
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https://dsfsi.github.io/za-mavito/



We need to get tools in 
people hands!
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LELAPA AI

Grow your market, know your market, foster loyal 

connections



At Lelapa AI, we are targeting digital products 
and services, to serve 

520 million Africans in their own languages



CONVERSEANALYSETRANSCRIBE

VULAVULA FEATURES

TRANSLATE SPEAK

Voice to text
conversion

Text Analysis 
functions

NLU capability 
to power chat

Text to text
translation

Text to speech
conversion



EGRA

Support the 

enhancement of EGRA-

AI for home languages

Train an education 

(literacy & numeracy) 

specific model with 

robust data  for use 

across multiple literary 

programmes. 

Education 
language 
model

Solutions

Virtual Teaching 

Assistant: 

Support in creating 

multilingual lesson 

plans and chat for live 

teacher support.

Teacher 
support

Enable AI capabilities 

of partners & their 

current programmes-

to prioritise based on 

most feasible over a 

period

Partner 
org AI 
enablem
ent



Vuvavula API video

http://www.youtube.com/watch?v=ds0h535X3lU
http://www.youtube.com/watch?v=ds0h535X3lU


Collaborations

48



DSFSI Support - Thank You

Grants/Gifts/Fellowships
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Thank you

Questions

Prof. Vukosi Marivate
vukosi.marivate@cs.up.ac.za
https://dsfsi.github.io
@vukosi
@DSFSI_Research

Keep in touch
Join our research group newsletter 

https://dsup.substack.com/

Made with ❤️ in Tshwane
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